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Cloud applications 

u Cloud computing offers the possibility 
to build sophisticated software 
systems on virtualized infrastructures 
at a fraction of the time / cost 
necessary just few years ago 

u We can give a look at Juju to have an 
idea of how cloud applications can 
be easily deployed nowadays 
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Cloud application management 
is any way a complex task 

u Even if tool-supported, the cloud 
application operator must decide: 
n  which software components to select 
n  the overall application architecture 
n  the order of the configuration actions 
n  … 
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The challenge 

u Understand how much of the operator’s 
activities can be automatised: 
n  selection of the software components  

(selected from appropriate repositories) 
n  synthesis of the overall architecture 
n  planning of the configuration actions to be 

executed to realize the expected architecture 
n  … 

CONCUR'15 - 1.9.2015 Automatic Application Deployment in the Cloud 



Our current “practical” results 

u Definition of a language for describing 
component’s repositories 
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 {
   "states": [

    {
     "provide": {}, 

     "require": {}, 
     "initial": true, 

     "name": "Installed", 
     "successors": [

      "Template"
     ]

    }, 
    {

     "provide": {}, 
     "require": {}, 

     "successors": [
      "Configured"

     ], 
     "name": "Template"

    }, 
    

    {
     "provide": {}, 

     "require": {
      "@Haproxy/Active/add_database": 1

     }, 
     "successors": [

      "Active"
     ], 

     "name": "Configured"
    }, 

    {
     "provide": {}, 

     "require": {
      "@Haproxy/Active/add_database": 1, 

      "@Httpd/Active/start": 1, 
      "@Httpd/Configured/get_document_root": 1

     }, 
     "successors": [

      "ActiveWithNfs"
     ], 

     "name": "Active"

    }, 
    

    {
     "provide": {

      "@Wordpress/ActiveWithNfs/get_website": 1000
     }, 

     "require": {
      "@Haproxy/Active/add_database": 1, 

      "@Httpd/Active/start": 1, 
      "@Httpd/Configured/get_document_root": 1, 

      "@Nfs_client/Active/mount": 1
     }, 

     "name": "ActiveWithNfs"
    }

   ], 
   "name": "Wordpress"

  }



Our current “practical” results 

u Definition of a language for describing 
component’s repositories 

CONCUR'15 - 1.9.2015 Automatic Application Deployment in the Cloud 

@Haproxy/Active/add_database

Template     

wordpress

@Httpd/Configured/get_document_root

Configured     

Active     

ActWithNFS     @Nfs_client/Active/mount

@Httpd/Active/start

@Wordpress/ActiveWithNfs/get_website

Installed     

Legend

Component

State

Initial State

Provide Port

Require Port



Our current “practical” results 

u Realization of a tool for component’s 
selection and architecture synthesis 
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Our current “practical” results 

u Realization of a tool for component’s 
selection and architecture synthesis 
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Our current “practical” results 

u Realization of a tool for planning the 
configuration actions to be executed 
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Structure of the talk 

u Formalizing the deployment problem 
u Decidability/complexity results 
u Fully automatic deployment 

(without capacity constraints and conflicts) 
u Constraints and conflicts strike back 
u Conclusion and Open issues 
u Related work 
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Component types 

u A component has provide and require ports 
u A component has an internal state machine 
u  Ports are active or inactive according to the 

current internal state 

Automatic Application Deployment in the Cloud 

Provide 
ports 

Require 
ports 
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Conflicts 
u Conflicts are expressed as special ports 

n  The apache web server is in conflict with 
the lighttpd web server 
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Capacity constraints  
u Provide (resp. require) ports could have 

an associated upper (resp. lower) 
bound to the number of connections 
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Configurations 
u Component instances, with a current 

state, and complementary provide/require 
ports connected by bindings 
n  Example: Kerberos with ldap support in 

Debian (example of circular dependency) 
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• unbind(r, id1, id2) that deletes the binding between the
provided port r of the component identified by id1 and
the required port of the component identified by id2;

• stateChange(id,s0,s1) that changes the state of the com-
ponent identified by id from s0 to s1.

It is worth noticing that there can be more than one
way to reach a given configuration of components. For in-
stance, one possible way to obtain the configuration de-
picted in Fig. 1 from scratch, is to first create the resources
via the actions create(wordpress,w), create(apache2,a), and
create(mysql,m). These three actions create three new com-
ponents identified by w, a, and m respectively. All these new
components will be in the uninst state that is the initial state for
all of them. Then the apache2 and mysql components can be
installed by performing the action stateChange(a,uninst, inst)
and stateChange(m,uninst, inst). At this point, to be able
to install wordpress, we need first to bind the mysql inst
port. This is done by performing bind(mysql inst,m,w). After
the creation of the binding, wordpress can be installed by
performing stateChange(w,uninst, inst). Finally the configu-
ration depicted in Fig. 1 can be obtained by performing the
bind(httpd,a,w) and stateChange(m, inst,run) actions.

Note that the unbind, delete, and stateChange actions some-
times cannot be performed since their execution would violate
the constraint that each active require port must be bound to
an active provide one. bind and create actions, instead, can
always be performed as bindings are allowed between ports
that are not active and we require that initial states do not
activate require ports.

As a final remark, we observe that the decision to use
one unique internal target state to specify the configuration
to be reached is not a limitation. In fact, this target state
could activate several require ports indicating an entire set of
functionalities that must be present in the final configuration.

III. THE PLANNING ALGORITHM

We now present our algorithm to solve the deployment prob-
lem defined in previous section. The algorithm is divided in
three phases, namely, reachability analysis, abstract planning
and plan generation.

The first phase computes the states of the components that
can be obtained, starting from an empty configuration. If the
target state can be reached, an abstract plan is generated
describing the needed types of components and a path to reach
the target state. Subsequently a concrete plan is obtained by
specifically instantiating the component types selected in the
abstract plan.

As a running example we model the compilation of package
kerberos with ldap support in a Debian system. To build ker-
beros (krb5) the libldap2-dev package of openldap is needed.
This package however depends on libkrb5-dev from krb5.
There is therefore a circular dependency between krb5 and
openldap. In Debian the generic way to deal with these cir-
cular dependencies is profile builds: every package caters for
multiple stages of staged/bootstrap build, so that if necessary a
package can have stage1, stage2, . . . before the final, normal,

build. In the kerberos case, krb5 is built in the first stage
missing out the generation of the krb5-ldap package. Then
openldap can be built directly into its normal build satisfying
its dependencies. Once openldap is built, krb5 can also be
build into its normal stage. This process would be modeled in
Aeolus as depicted in Fig. 2.

Fig. 2: Representation of the krb5 and openldap components.

A. Reachability analysis

The first step in the proposed technique checks if the the
desired target state can be reached. To do so all reachable
states are computed, for each of the component types in the
given universe. In the following we use the pair  T ,q⌦ to
denote a component type T and one of its state q.

An increasing sequence of sets of component-state pairs
S0, . . . ,Sn is built in such a way that Si+1 extends Si with
the new states that can be reached upon execution of a state-
Change action. The first set, S0, contains all the components
in their initial state, i.e. S0 = { T ,q0⌦ | q0 initial state of T }.
Formally Si+1 is the largest set satisfying the following con-
straints:

• Si ⇤ Si+1;
•  T ,q⌦ ⌃ Si+1 implies the existence of  T ,q⇧⌦ ⌃ Si such

that there is a transition from q⇧ to q in the state automaton
of T ;

•  T ,q⌦ ⌃ Si+1 implies that for every require port r acti-
vated by the state q of T there exists  T ⇧,q⇧⌦ ⌃ Si such
that the state q⇧ of T ⇧ activates a provide port r.

The generation of sets proceeds until a fix-point is reached
(i.e. Si+1 = Si). When the fix-point is reached, if the last set
does not contain the target pair it means a plan to achieve the
goal does not exist and therefore the procedure terminates.
Otherwise, we continue with the next phase.

As input to the next phase, we consider a graph-like repre-
sentation, called reachability graph, of the sets S0, . . . ,Sn that
keeps track of all the possible ways to obtain the component
state-pairs at level i+1 from those at level i. More precisely,
the graph has as nodes the pairs in S0, . . . ,Sn: if one node
at level i+ 1 was already present at level i, the two nodes
are connected with an arc , if a state pair  T ,q⌦ at level
i+ 1 can be obtained from  T ,q⇧⌦ at level i by means of a
stateChange action, an �⌅ arc from the former to the latter is
added. Visually the reachability graph can therefore be seen as



Configurations 
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Formalizing the 
“deployment” problem 
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“Deployment” problem 

u  Input:  
n  A set of component types (called Universe)  
n  One target component type-state pair 

u Output: 
n  Yes, if there exists a deployment plan 
n  No, otherwise 

Deployment plan: 
a sequence of actions leading to a final configuration 
containing at least one component of the given target 
type, in the given target state 
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Deployment problem: 
example 
u Consider the problem of installing 

kerberos with ldap support in Debian 
n  Universe: packages krb5 and openldap 
n  Target: krb5 in normal state 
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• unbind(r, id1, id2) that deletes the binding between the
provided port r of the component identified by id1 and
the required port of the component identified by id2;

• stateChange(id,s0,s1) that changes the state of the com-
ponent identified by id from s0 to s1.

It is worth noticing that there can be more than one
way to reach a given configuration of components. For in-
stance, one possible way to obtain the configuration de-
picted in Fig. 1 from scratch, is to first create the resources
via the actions create(wordpress,w), create(apache2,a), and
create(mysql,m). These three actions create three new com-
ponents identified by w, a, and m respectively. All these new
components will be in the uninst state that is the initial state for
all of them. Then the apache2 and mysql components can be
installed by performing the action stateChange(a,uninst, inst)
and stateChange(m,uninst, inst). At this point, to be able
to install wordpress, we need first to bind the mysql inst
port. This is done by performing bind(mysql inst,m,w). After
the creation of the binding, wordpress can be installed by
performing stateChange(w,uninst, inst). Finally the configu-
ration depicted in Fig. 1 can be obtained by performing the
bind(httpd,a,w) and stateChange(m, inst,run) actions.

Note that the unbind, delete, and stateChange actions some-
times cannot be performed since their execution would violate
the constraint that each active require port must be bound to
an active provide one. bind and create actions, instead, can
always be performed as bindings are allowed between ports
that are not active and we require that initial states do not
activate require ports.

As a final remark, we observe that the decision to use
one unique internal target state to specify the configuration
to be reached is not a limitation. In fact, this target state
could activate several require ports indicating an entire set of
functionalities that must be present in the final configuration.

III. THE PLANNING ALGORITHM

We now present our algorithm to solve the deployment prob-
lem defined in previous section. The algorithm is divided in
three phases, namely, reachability analysis, abstract planning
and plan generation.

The first phase computes the states of the components that
can be obtained, starting from an empty configuration. If the
target state can be reached, an abstract plan is generated
describing the needed types of components and a path to reach
the target state. Subsequently a concrete plan is obtained by
specifically instantiating the component types selected in the
abstract plan.

As a running example we model the compilation of package
kerberos with ldap support in a Debian system. To build ker-
beros (krb5) the libldap2-dev package of openldap is needed.
This package however depends on libkrb5-dev from krb5.
There is therefore a circular dependency between krb5 and
openldap. In Debian the generic way to deal with these cir-
cular dependencies is profile builds: every package caters for
multiple stages of staged/bootstrap build, so that if necessary a
package can have stage1, stage2, . . . before the final, normal,

build. In the kerberos case, krb5 is built in the first stage
missing out the generation of the krb5-ldap package. Then
openldap can be built directly into its normal build satisfying
its dependencies. Once openldap is built, krb5 can also be
build into its normal stage. This process would be modeled in
Aeolus as depicted in Fig. 2.

Fig. 2: Representation of the krb5 and openldap components.

A. Reachability analysis

The first step in the proposed technique checks if the the
desired target state can be reached. To do so all reachable
states are computed, for each of the component types in the
given universe. In the following we use the pair  T ,q⌦ to
denote a component type T and one of its state q.

An increasing sequence of sets of component-state pairs
S0, . . . ,Sn is built in such a way that Si+1 extends Si with
the new states that can be reached upon execution of a state-
Change action. The first set, S0, contains all the components
in their initial state, i.e. S0 = { T ,q0⌦ | q0 initial state of T }.
Formally Si+1 is the largest set satisfying the following con-
straints:

• Si ⇤ Si+1;
•  T ,q⌦ ⌃ Si+1 implies the existence of  T ,q⇧⌦ ⌃ Si such

that there is a transition from q⇧ to q in the state automaton
of T ;

•  T ,q⌦ ⌃ Si+1 implies that for every require port r acti-
vated by the state q of T there exists  T ⇧,q⇧⌦ ⌃ Si such
that the state q⇧ of T ⇧ activates a provide port r.

The generation of sets proceeds until a fix-point is reached
(i.e. Si+1 = Si). When the fix-point is reached, if the last set
does not contain the target pair it means a plan to achieve the
goal does not exist and therefore the procedure terminates.
Otherwise, we continue with the next phase.

As input to the next phase, we consider a graph-like repre-
sentation, called reachability graph, of the sets S0, . . . ,Sn that
keeps track of all the possible ways to obtain the component
state-pairs at level i+1 from those at level i. More precisely,
the graph has as nodes the pairs in S0, . . . ,Sn: if one node
at level i+ 1 was already present at level i, the two nodes
are connected with an arc , if a state pair  T ,q⌦ at level
i+ 1 can be obtained from  T ,q⇧⌦ at level i by means of a
stateChange action, an �⌅ arc from the former to the latter is
added. Visually the reachability graph can therefore be seen as



Deployment problem: 
example 
u Deployment plan:  

new(k:krb5),new(o:openldap), 
stateChange(k,uninst,stage1), 
bind(libkrb5-dev,o,k),stateChange(o,uninst,normal), 
bind(libldap2-dev,k,o), 
stateChange(k,stage1,normal) 
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• unbind(r, id1, id2) that deletes the binding between the
provided port r of the component identified by id1 and
the required port of the component identified by id2;

• stateChange(id,s0,s1) that changes the state of the com-
ponent identified by id from s0 to s1.

It is worth noticing that there can be more than one
way to reach a given configuration of components. For in-
stance, one possible way to obtain the configuration de-
picted in Fig. 1 from scratch, is to first create the resources
via the actions create(wordpress,w), create(apache2,a), and
create(mysql,m). These three actions create three new com-
ponents identified by w, a, and m respectively. All these new
components will be in the uninst state that is the initial state for
all of them. Then the apache2 and mysql components can be
installed by performing the action stateChange(a,uninst, inst)
and stateChange(m,uninst, inst). At this point, to be able
to install wordpress, we need first to bind the mysql inst
port. This is done by performing bind(mysql inst,m,w). After
the creation of the binding, wordpress can be installed by
performing stateChange(w,uninst, inst). Finally the configu-
ration depicted in Fig. 1 can be obtained by performing the
bind(httpd,a,w) and stateChange(m, inst,run) actions.

Note that the unbind, delete, and stateChange actions some-
times cannot be performed since their execution would violate
the constraint that each active require port must be bound to
an active provide one. bind and create actions, instead, can
always be performed as bindings are allowed between ports
that are not active and we require that initial states do not
activate require ports.

As a final remark, we observe that the decision to use
one unique internal target state to specify the configuration
to be reached is not a limitation. In fact, this target state
could activate several require ports indicating an entire set of
functionalities that must be present in the final configuration.

III. THE PLANNING ALGORITHM

We now present our algorithm to solve the deployment prob-
lem defined in previous section. The algorithm is divided in
three phases, namely, reachability analysis, abstract planning
and plan generation.

The first phase computes the states of the components that
can be obtained, starting from an empty configuration. If the
target state can be reached, an abstract plan is generated
describing the needed types of components and a path to reach
the target state. Subsequently a concrete plan is obtained by
specifically instantiating the component types selected in the
abstract plan.

As a running example we model the compilation of package
kerberos with ldap support in a Debian system. To build ker-
beros (krb5) the libldap2-dev package of openldap is needed.
This package however depends on libkrb5-dev from krb5.
There is therefore a circular dependency between krb5 and
openldap. In Debian the generic way to deal with these cir-
cular dependencies is profile builds: every package caters for
multiple stages of staged/bootstrap build, so that if necessary a
package can have stage1, stage2, . . . before the final, normal,

build. In the kerberos case, krb5 is built in the first stage
missing out the generation of the krb5-ldap package. Then
openldap can be built directly into its normal build satisfying
its dependencies. Once openldap is built, krb5 can also be
build into its normal stage. This process would be modeled in
Aeolus as depicted in Fig. 2.

Fig. 2: Representation of the krb5 and openldap components.

A. Reachability analysis

The first step in the proposed technique checks if the the
desired target state can be reached. To do so all reachable
states are computed, for each of the component types in the
given universe. In the following we use the pair  T ,q⌦ to
denote a component type T and one of its state q.

An increasing sequence of sets of component-state pairs
S0, . . . ,Sn is built in such a way that Si+1 extends Si with
the new states that can be reached upon execution of a state-
Change action. The first set, S0, contains all the components
in their initial state, i.e. S0 = { T ,q0⌦ | q0 initial state of T }.
Formally Si+1 is the largest set satisfying the following con-
straints:

• Si ⇤ Si+1;
•  T ,q⌦ ⌃ Si+1 implies the existence of  T ,q⇧⌦ ⌃ Si such

that there is a transition from q⇧ to q in the state automaton
of T ;

•  T ,q⌦ ⌃ Si+1 implies that for every require port r acti-
vated by the state q of T there exists  T ⇧,q⇧⌦ ⌃ Si such
that the state q⇧ of T ⇧ activates a provide port r.

The generation of sets proceeds until a fix-point is reached
(i.e. Si+1 = Si). When the fix-point is reached, if the last set
does not contain the target pair it means a plan to achieve the
goal does not exist and therefore the procedure terminates.
Otherwise, we continue with the next phase.

As input to the next phase, we consider a graph-like repre-
sentation, called reachability graph, of the sets S0, . . . ,Sn that
keeps track of all the possible ways to obtain the component
state-pairs at level i+1 from those at level i. More precisely,
the graph has as nodes the pairs in S0, . . . ,Sn: if one node
at level i+ 1 was already present at level i, the two nodes
are connected with an arc , if a state pair  T ,q⌦ at level
i+ 1 can be obtained from  T ,q⇧⌦ at level i by means of a
stateChange action, an �⌅ arc from the former to the latter is
added. Visually the reachability graph can therefore be seen as
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Component model Deployment is 

Full component model Undecidable 
             [SEFM12] 

No capacity constraints Ackermann-hard 
    [ICALP13,I&C14] 

No capacity constraints, 
No conflicts 

Quadratic 
             [SEFM12] 



Quadratic algorithm without 
constraints and conflicts   [SEFM12] 
u Forward reachability algorithm  

n  all reachable states computed by saturation 
  

Algorithm 1 Checking achievability in the Aeolus� model

function Achievability(U , T , q)
absConf := {⌦T ⇥, T ⇥.init↵ | T ⇥ ⇥ U}
provPort :=

�
⇧T �,q�⌃⇤absConf {dom(T ⇥.P(q⇥))}

repeat
new := {⌦T ⇥, q⇥↵ | ⌦T ⇥, q⇥⇥↵ ⇥ absConf , (q⇥⇥, q⇥) ⇥ T ⇥.trans}\absConf
newPort :=

�
⇧T �,q�⌃⇤new{dom(T ⇥.P(q⇥))}

while ⌅⌦T ⇥, q⇥↵ ⇥ new . dom(T ⇥.R(q⇥)) ⇤� provPort ⌥ newPort do
new := new \ {⌦T ⇥, q⇥↵}
newPort :=

�
⇧T �,q�⌃⇤new{dom(T ⇥.P(q⇥))}

end while
absConf := absConf ⌥ new
provPort := provPort ⌥ newPort

until new = ⇧
if ⌦T , q↵ ⇥ absConf then return true
else return false
end if

end function

to consider only evolutions where the set of available pairs ⌦T , q↵ does not
decrease. Namely, we perform a symbolic forward exploration starting from
an abstract configuration containing all the pairs ⌦T ⇥, T ⇥.init↵ representing
components in their initial state. Then we extend the abstract configuration
by adding step-by-step new pairs ⌦T ⇥, q⇥↵.

Algorithm 1 checks achievability by relying on two auxiliary data struc-
tures: absConf is the set of pairs ⌦T ⇥, q⇥↵ indicating the type and state of the
components in the current abstract configuration, and provPort is the set of
provide ports active in such a configuration. The algorithm incrementally
extends absConf until it is no longer possible to add new pairs. Termination
of the algorithm is guaranteed because there are only finitely many type-state
pairs in a universe of component types.

At each iteration, the potential new pairs are initially computed by check-
ing the automata transitions, and then they are stored in the set new . Not
all those states could be actually reached as one needs to check whether their
require ports are included in the available provide ports provPort or in the
ports activated by the new states. This is done by a one-by-one elimination
of pairs ⌦T ⇥, q⇥↵ from new when their requirements are unsatisfiable. During
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a pyramid of levels of component-states having arrows �⇤ or
arcs between two consecutive levels as the one in Fig. 3.

Fig. 3: Reachability graph for the kerberos running example.

The first level of Fig. 3 contains the two components krb5
and openldap in their initial states. In the second level the
component krb5 in stage1 state is added since it can be derived
from the krb5 component in state uninst. The component
openldap in normal state can not be added at this level since it
requires the interface libkrb5-dev, not yet provided. openldap
in normal state is added however in the third level since
libkrb5-dev is now provided by krb5 in state stage1. Finally,
in the fourth level, the target state is added deriving it from
krb5 in state stage1. This last level is also the fix-point since
no new component-state pairs can be generated from it.

Note that keeping component copies allows one to consider
different ways a component can use to reach a state. This adds
flexibility in deciding how a target can be reached.

B. Abstract Planning

After generating the reachability graph we compute an
abstract plan.

We first describe the structure of an abstract plan and
then explain how this can be derived from the reachability
graph. An abstract plan is a directed graph where the nodes
represent either a create, delete, or stateChange action, and
arcs represent action precedence constraints. In the following
we denote with ⇧z,q,q⌅⌃ a stateChange from q to q⌅ of instance
z, with ⇧z,e,q0⌃ the create action of the instance z in the initial
state q0, and with ⇧z,q,e⌃ the delete action on the instance z
in state q. We consider three types of precedence arcs:

• �⇤: states the precedence of stateChange actions on the
same component instance; formally ⇧z,x,x⌅⌃ �⇤ ⇧z,x⌅,x⌅⌅⌃
where x⌅ is a state and x,x⌅⌅ are either states or the special
symbol e denoting absence of the instance z;

•
r⇣ where r is an interface: states that if an action deploys

an instance z⌅ in a state y⌅ requiring r, provided by z in
state y, then state y must be entered before entering state
y⌅, formally ⇧z,x,y⌃

r⇣⇧z⌅,x⌅,y⌅⌃;
•

r99K, where r is an interface, is the dual of the previous
arrow: it states that if an action deploys an instance z⌅
in a state y⌅ requiring r, provided by z in state y, then
state y⌅ must be exited before exiting state y, formally
⇧z⌅,y⌅,u⌅⌃ r99K⇧z,y,u⌃.

We are now ready to describe how an abstract plan is
obtained. Starting from the reachability graph we select the

(a)

(b)

Fig. 4: Generation of abstract plan for the kerberos example.

target component-state pair at the bottom of the pyramid.
From the bottom level we then proceed upward selecting the
components that are used to deploy the selected component-
state pairs at the lower level. To do so, for every selected
component at level i + 1, we select at level i one of its
predecessors (i.e. a component-state pair connected via the
�⇤ arrow) or a copy (i.e. a component-state pair connected
via the arc). Moreover, for every require port activated by
the selected component-state pairs of level i+ 1 that are not
copies, we select a component-state pair at level i that is able
to satisfy the requirement, and we keep track of this choice.

For the kerberos case, Fig. 4a shows that in the last level
krb5 in normal state is selected. Since krb5 can be only
obtained via krb5 in state stage1 we select krb5 in state stage1
in the previous level. Moreover since krb5 in state normal
requires libldap2-dev we select at level 2 also the component
openldap in state normal. Iterating this selection process we
may end up in the scenario depicted in Fig. 4b.

We would like to underline that during the selection of
component-state pairs different choices could be made. For
instance in Fig. 4b at the second level we could have selected
component krb5 in state uninst to deploy the same component
in state stage1 and component krb5 in state stage1 to provide
the libkrb5-dev interface. These choices have an impact on the
number of instances employed to reach the goal. In order to
minimize this number we rely on heuristics.1 In particular,
for the selection of component-state pairs, we choose the
one that is able to satisfy the maximum number of (not
already satisfied) requirements. In case of ties we select the
component that can be obtained from an initial configuration
satisfying less requirements. In case of ties we prefer a
copy and, if the component is instead newly obtained, we
select the one that can be obtained with less state changes.
Similarly, when component-state pairs are selected to satisfy
some requirements, we select first the one able to satisfy the
maximum number of requirements, in case of ties the one that
can be obtained with less interfaces and, in case of a tie, the

1. Heuristics are used to reduce the complexity of finding the best choice.
Indeed, exploring all the possibilities to compute a (global) minimum can be
done just at an exponential cost

• unbind(r, id1, id2) that deletes the binding between the
provided port r of the component identified by id1 and
the required port of the component identified by id2;

• stateChange(id,s0,s1) that changes the state of the com-
ponent identified by id from s0 to s1.

It is worth noticing that there can be more than one
way to reach a given configuration of components. For in-
stance, one possible way to obtain the configuration de-
picted in Fig. 1 from scratch, is to first create the resources
via the actions create(wordpress,w), create(apache2,a), and
create(mysql,m). These three actions create three new com-
ponents identified by w, a, and m respectively. All these new
components will be in the uninst state that is the initial state for
all of them. Then the apache2 and mysql components can be
installed by performing the action stateChange(a,uninst, inst)
and stateChange(m,uninst, inst). At this point, to be able
to install wordpress, we need first to bind the mysql inst
port. This is done by performing bind(mysql inst,m,w). After
the creation of the binding, wordpress can be installed by
performing stateChange(w,uninst, inst). Finally the configu-
ration depicted in Fig. 1 can be obtained by performing the
bind(httpd,a,w) and stateChange(m, inst,run) actions.

Note that the unbind, delete, and stateChange actions some-
times cannot be performed since their execution would violate
the constraint that each active require port must be bound to
an active provide one. bind and create actions, instead, can
always be performed as bindings are allowed between ports
that are not active and we require that initial states do not
activate require ports.

As a final remark, we observe that the decision to use
one unique internal target state to specify the configuration
to be reached is not a limitation. In fact, this target state
could activate several require ports indicating an entire set of
functionalities that must be present in the final configuration.

III. THE PLANNING ALGORITHM

We now present our algorithm to solve the deployment prob-
lem defined in previous section. The algorithm is divided in
three phases, namely, reachability analysis, abstract planning
and plan generation.

The first phase computes the states of the components that
can be obtained, starting from an empty configuration. If the
target state can be reached, an abstract plan is generated
describing the needed types of components and a path to reach
the target state. Subsequently a concrete plan is obtained by
specifically instantiating the component types selected in the
abstract plan.

As a running example we model the compilation of package
kerberos with ldap support in a Debian system. To build ker-
beros (krb5) the libldap2-dev package of openldap is needed.
This package however depends on libkrb5-dev from krb5.
There is therefore a circular dependency between krb5 and
openldap. In Debian the generic way to deal with these cir-
cular dependencies is profile builds: every package caters for
multiple stages of staged/bootstrap build, so that if necessary a
package can have stage1, stage2, . . . before the final, normal,

build. In the kerberos case, krb5 is built in the first stage
missing out the generation of the krb5-ldap package. Then
openldap can be built directly into its normal build satisfying
its dependencies. Once openldap is built, krb5 can also be
build into its normal stage. This process would be modeled in
Aeolus as depicted in Fig. 2.

Fig. 2: Representation of the krb5 and openldap components.

A. Reachability analysis

The first step in the proposed technique checks if the the
desired target state can be reached. To do so all reachable
states are computed, for each of the component types in the
given universe. In the following we use the pair  T ,q⌦ to
denote a component type T and one of its state q.

An increasing sequence of sets of component-state pairs
S0, . . . ,Sn is built in such a way that Si+1 extends Si with
the new states that can be reached upon execution of a state-
Change action. The first set, S0, contains all the components
in their initial state, i.e. S0 = { T ,q0⌦ | q0 initial state of T }.
Formally Si+1 is the largest set satisfying the following con-
straints:

• Si ⇤ Si+1;
•  T ,q⌦ ⌃ Si+1 implies the existence of  T ,q⇧⌦ ⌃ Si such

that there is a transition from q⇧ to q in the state automaton
of T ;

•  T ,q⌦ ⌃ Si+1 implies that for every require port r acti-
vated by the state q of T there exists  T ⇧,q⇧⌦ ⌃ Si such
that the state q⇧ of T ⇧ activates a provide port r.

The generation of sets proceeds until a fix-point is reached
(i.e. Si+1 = Si). When the fix-point is reached, if the last set
does not contain the target pair it means a plan to achieve the
goal does not exist and therefore the procedure terminates.
Otherwise, we continue with the next phase.

As input to the next phase, we consider a graph-like repre-
sentation, called reachability graph, of the sets S0, . . . ,Sn that
keeps track of all the possible ways to obtain the component
state-pairs at level i+1 from those at level i. More precisely,
the graph has as nodes the pairs in S0, . . . ,Sn: if one node
at level i+ 1 was already present at level i, the two nodes
are connected with an arc , if a state pair  T ,q⌦ at level
i+ 1 can be obtained from  T ,q⇧⌦ at level i by means of a
stateChange action, an �⌅ arc from the former to the latter is
added. Visually the reachability graph can therefore be seen as
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a pyramid of levels of component-states having arrows �⇤ or
arcs between two consecutive levels as the one in Fig. 3.

Fig. 3: Reachability graph for the kerberos running example.

The first level of Fig. 3 contains the two components krb5
and openldap in their initial states. In the second level the
component krb5 in stage1 state is added since it can be derived
from the krb5 component in state uninst. The component
openldap in normal state can not be added at this level since it
requires the interface libkrb5-dev, not yet provided. openldap
in normal state is added however in the third level since
libkrb5-dev is now provided by krb5 in state stage1. Finally,
in the fourth level, the target state is added deriving it from
krb5 in state stage1. This last level is also the fix-point since
no new component-state pairs can be generated from it.

Note that keeping component copies allows one to consider
different ways a component can use to reach a state. This adds
flexibility in deciding how a target can be reached.

B. Abstract Planning

After generating the reachability graph we compute an
abstract plan.

We first describe the structure of an abstract plan and
then explain how this can be derived from the reachability
graph. An abstract plan is a directed graph where the nodes
represent either a create, delete, or stateChange action, and
arcs represent action precedence constraints. In the following
we denote with ⇧z,q,q⌅⌃ a stateChange from q to q⌅ of instance
z, with ⇧z,e,q0⌃ the create action of the instance z in the initial
state q0, and with ⇧z,q,e⌃ the delete action on the instance z
in state q. We consider three types of precedence arcs:

• �⇤: states the precedence of stateChange actions on the
same component instance; formally ⇧z,x,x⌅⌃ �⇤ ⇧z,x⌅,x⌅⌅⌃
where x⌅ is a state and x,x⌅⌅ are either states or the special
symbol e denoting absence of the instance z;

•
r⇣ where r is an interface: states that if an action deploys

an instance z⌅ in a state y⌅ requiring r, provided by z in
state y, then state y must be entered before entering state
y⌅, formally ⇧z,x,y⌃

r⇣⇧z⌅,x⌅,y⌅⌃;
•

r99K, where r is an interface, is the dual of the previous
arrow: it states that if an action deploys an instance z⌅
in a state y⌅ requiring r, provided by z in state y, then
state y⌅ must be exited before exiting state y, formally
⇧z⌅,y⌅,u⌅⌃ r99K⇧z,y,u⌃.

We are now ready to describe how an abstract plan is
obtained. Starting from the reachability graph we select the

(a)

(b)

Fig. 4: Generation of abstract plan for the kerberos example.

target component-state pair at the bottom of the pyramid.
From the bottom level we then proceed upward selecting the
components that are used to deploy the selected component-
state pairs at the lower level. To do so, for every selected
component at level i + 1, we select at level i one of its
predecessors (i.e. a component-state pair connected via the
�⇤ arrow) or a copy (i.e. a component-state pair connected
via the arc). Moreover, for every require port activated by
the selected component-state pairs of level i+ 1 that are not
copies, we select a component-state pair at level i that is able
to satisfy the requirement, and we keep track of this choice.

For the kerberos case, Fig. 4a shows that in the last level
krb5 in normal state is selected. Since krb5 can be only
obtained via krb5 in state stage1 we select krb5 in state stage1
in the previous level. Moreover since krb5 in state normal
requires libldap2-dev we select at level 2 also the component
openldap in state normal. Iterating this selection process we
may end up in the scenario depicted in Fig. 4b.

We would like to underline that during the selection of
component-state pairs different choices could be made. For
instance in Fig. 4b at the second level we could have selected
component krb5 in state uninst to deploy the same component
in state stage1 and component krb5 in state stage1 to provide
the libkrb5-dev interface. These choices have an impact on the
number of instances employed to reach the goal. In order to
minimize this number we rely on heuristics.1 In particular,
for the selection of component-state pairs, we choose the
one that is able to satisfy the maximum number of (not
already satisfied) requirements. In case of ties we select the
component that can be obtained from an initial configuration
satisfying less requirements. In case of ties we prefer a
copy and, if the component is instead newly obtained, we
select the one that can be obtained with less state changes.
Similarly, when component-state pairs are selected to satisfy
some requirements, we select first the one able to satisfy the
maximum number of requirements, in case of ties the one that
can be obtained with less interfaces and, in case of a tie, the

1. Heuristics are used to reduce the complexity of finding the best choice.
Indeed, exploring all the possibilities to compute a (global) minimum can be
done just at an exponential cost

u Use the graph of the reachability algorithm 
bottom-up from the target state 
n  select the bindings (red arrows) 
n  select the predecessors (black arrows) 
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a pyramid of levels of component-states having arrows �⇤ or
arcs between two consecutive levels as the one in Fig. 3.

Fig. 3: Reachability graph for the kerberos running example.

The first level of Fig. 3 contains the two components krb5
and openldap in their initial states. In the second level the
component krb5 in stage1 state is added since it can be derived
from the krb5 component in state uninst. The component
openldap in normal state can not be added at this level since it
requires the interface libkrb5-dev, not yet provided. openldap
in normal state is added however in the third level since
libkrb5-dev is now provided by krb5 in state stage1. Finally,
in the fourth level, the target state is added deriving it from
krb5 in state stage1. This last level is also the fix-point since
no new component-state pairs can be generated from it.

Note that keeping component copies allows one to consider
different ways a component can use to reach a state. This adds
flexibility in deciding how a target can be reached.

B. Abstract Planning

After generating the reachability graph we compute an
abstract plan.

We first describe the structure of an abstract plan and
then explain how this can be derived from the reachability
graph. An abstract plan is a directed graph where the nodes
represent either a create, delete, or stateChange action, and
arcs represent action precedence constraints. In the following
we denote with ⇧z,q,q⌅⌃ a stateChange from q to q⌅ of instance
z, with ⇧z,e,q0⌃ the create action of the instance z in the initial
state q0, and with ⇧z,q,e⌃ the delete action on the instance z
in state q. We consider three types of precedence arcs:

• �⇤: states the precedence of stateChange actions on the
same component instance; formally ⇧z,x,x⌅⌃ �⇤ ⇧z,x⌅,x⌅⌅⌃
where x⌅ is a state and x,x⌅⌅ are either states or the special
symbol e denoting absence of the instance z;

•
r⇣ where r is an interface: states that if an action deploys

an instance z⌅ in a state y⌅ requiring r, provided by z in
state y, then state y must be entered before entering state
y⌅, formally ⇧z,x,y⌃

r⇣⇧z⌅,x⌅,y⌅⌃;
•

r99K, where r is an interface, is the dual of the previous
arrow: it states that if an action deploys an instance z⌅
in a state y⌅ requiring r, provided by z in state y, then
state y⌅ must be exited before exiting state y, formally
⇧z⌅,y⌅,u⌅⌃ r99K⇧z,y,u⌃.

We are now ready to describe how an abstract plan is
obtained. Starting from the reachability graph we select the

(a)

(b)

Fig. 4: Generation of abstract plan for the kerberos example.

target component-state pair at the bottom of the pyramid.
From the bottom level we then proceed upward selecting the
components that are used to deploy the selected component-
state pairs at the lower level. To do so, for every selected
component at level i + 1, we select at level i one of its
predecessors (i.e. a component-state pair connected via the
�⇤ arrow) or a copy (i.e. a component-state pair connected
via the arc). Moreover, for every require port activated by
the selected component-state pairs of level i+ 1 that are not
copies, we select a component-state pair at level i that is able
to satisfy the requirement, and we keep track of this choice.

For the kerberos case, Fig. 4a shows that in the last level
krb5 in normal state is selected. Since krb5 can be only
obtained via krb5 in state stage1 we select krb5 in state stage1
in the previous level. Moreover since krb5 in state normal
requires libldap2-dev we select at level 2 also the component
openldap in state normal. Iterating this selection process we
may end up in the scenario depicted in Fig. 4b.

We would like to underline that during the selection of
component-state pairs different choices could be made. For
instance in Fig. 4b at the second level we could have selected
component krb5 in state uninst to deploy the same component
in state stage1 and component krb5 in state stage1 to provide
the libkrb5-dev interface. These choices have an impact on the
number of instances employed to reach the goal. In order to
minimize this number we rely on heuristics.1 In particular,
for the selection of component-state pairs, we choose the
one that is able to satisfy the maximum number of (not
already satisfied) requirements. In case of ties we select the
component that can be obtained from an initial configuration
satisfying less requirements. In case of ties we prefer a
copy and, if the component is instead newly obtained, we
select the one that can be obtained with less state changes.
Similarly, when component-state pairs are selected to satisfy
some requirements, we select first the one able to satisfy the
maximum number of requirements, in case of ties the one that
can be obtained with less interfaces and, in case of a tie, the

1. Heuristics are used to reduce the complexity of finding the best choice.
Indeed, exploring all the possibilities to compute a (global) minimum can be
done just at an exponential cost

one that can be obtained with less state changes.
Once all the component-state pairs have been selected, we

consider a component instance for every maximal path that
starts from a component-state in the top level and reaches
a component-state that is not a copy. For instance in the
kerberos case there are two maximal paths, one starting from
the component krb5 in state uninst and reaching the state
normal, and one starting from the component openldap in
state uninst and reaching the state normal. We identify the
corresponding instances with z and w respectively.

For every instance we add to the abstract plan its create,
delete and stateChange actions. Arrows �⇥ are added to
connect these actions in chronological order (i.e. first the
instance creation, the state changes and then the deletion
action). The arrows

r⇣ and
r99K are instead added between

actions of instances requiring and providing an interface r.

Fig. 5: Abstract plan for the kerberos running example.

Fig. 5 shows the abstract plan obtained for the kerberos
case. The four actions on the left are related to instance z
while the three on the right are actions related to instance
w. z is first created, then it changes its state first into stage1
and then to normal before being deleted. w instead is created,
it changes state into normal, before being deleted. These
precedences are encoded by �⇥ arrows. z’s requirement of
libldap2-dev in state normal, satisfied by w in normal state,

is encoded with
libldap2�dev

⇣ between ⌅w,uninst,normal⇧ and

⌅z,stage1,normal⇧ and
libldap2�dev99K between ⌅z,normal,e⇧ and

⌅w,normal,e⇧. The fist one states that w must be in normal
state before z moves to normal while the second states that the
deletion of z must precede the deletion of w. Indeed, if one
of these constraints does not hold it means that the abstract
plan violates a requirement thus leading to a non correct
configuration. Similarly, the libkrb5-dev interface requirement
of w in state normal, satisfied by z in state1, is encoded with
libkrb5�dev⇣ between ⌅z,uninst,stage1⇧ and ⌅w,uninst,normal⇧
and

libkrb5�dev99K between ⌅w,normal,e⇧ and ⌅z,stage1,normal⇧.
In this case we can however notice that z continues to provide
the port libkrb5-dev also when it is in state normal. Thus w
does not need to be deleted before krb5 moves to normal
but it can stay until the krb5 is not deleted. This relaxation
corresponds to setting ⌅z,normal,e⇧ as the target of

libkrb5�dev99K .
In general all the constraints ⌅z,x,y⇧ r99K⌅z,x⇤,y⇤⇧ can be relaxed

replacing ⌅z,x⇤,y⇤⇧ with ⌅z,x⇤⇤,y⇤⇤⇧ where ⌅z,x⇤⇤,y⇤⇤⇧ is a delete
action or it is the the first stateChange reaching a state y⇤⇤ that
does not provide r. After applying these relaxations we obtain
the final version of abstract plan that, for the kerberos case, is
the one depicted in Fig. 6.

Fig. 6: Abstract plan for the kerberos example after relaxation.

C. Plan generation
The abstract plan is used to synthesize a concrete one. The

idea is to visit the nodes of the abstract plan in topological
order until the target component is obtained. Visiting a node
consists of performing that action. Moreover, in order to
properly satisfy component requirements, when an incoming
r⇣ is encountered a new binding should be created, and when

an outgoing
r99K is encountered the corresponding binding

should be deleted. Notice that it is not necessary to visit the
entire abstract plan as it is sufficient to reach the target state.
For this reason, we give priority to the visit of the actions of
the components containing such state.

For instance, in the kerberos example, we can extract a
concrete plan from the abstract plan in Fig. 6 as follows.
Assume that the target state is state normal of component type
krb5. As we give priority to the corresponding instance, the
first action in the concrete plan is create(krb5,z) corresponding
to the visit of ⌅z,e,uninst⇧. The subsequent action is stat-
eChange(z,uninst,stage1) corresponding to ⌅z,uninst,stage1⇧.
The visit of the actions on the instance z cannot proceed

due to the incoming arrow
libldap2�dev

⇣ ; for this reason the
next action in the concrete plan is create(openldap,w) cor-
responding to the visit of ⌅w,e,uninst⇧. The next node in
the abstract plan to be visited is ⌅w,uninst,normal⇧, but
as this node has an incoming

libkrb5�dev⇣ , two actions must
be added to the concrete plan: bind(libkrb5-dev,z,w) and
stateChange(w,uninst,normal). At this point, the visit of the
component instance z can continue by considering node

⌅z,stage1,normal⇧; as this node has an incoming
libldap2�dev

⇣ ,
two actions must be added to the concrete plan: bind(libldap2-
dev,w,z) and stateChange(w,uninst,normal). This completes the
generation of the concrete plan as the target state has been
reached.

Unfortunately, the topological visit is not always possible as
it may be inhibited by the presence of cycles in the abstract
plan. Consider, for instance, a slightly modified version of the
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one that can be obtained with less state changes.
Once all the component-state pairs have been selected, we

consider a component instance for every maximal path that
starts from a component-state in the top level and reaches
a component-state that is not a copy. For instance in the
kerberos case there are two maximal paths, one starting from
the component krb5 in state uninst and reaching the state
normal, and one starting from the component openldap in
state uninst and reaching the state normal. We identify the
corresponding instances with z and w respectively.

For every instance we add to the abstract plan its create,
delete and stateChange actions. Arrows �⇥ are added to
connect these actions in chronological order (i.e. first the
instance creation, the state changes and then the deletion
action). The arrows

r⇣ and
r99K are instead added between

actions of instances requiring and providing an interface r.

Fig. 5: Abstract plan for the kerberos running example.

Fig. 5 shows the abstract plan obtained for the kerberos
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configuration. Similarly, the libkrb5-dev interface requirement
of w in state normal, satisfied by z in state1, is encoded with
libkrb5�dev⇣ between ⌅z,uninst,stage1⇧ and ⌅w,uninst,normal⇧
and

libkrb5�dev99K between ⌅w,normal,e⇧ and ⌅z,stage1,normal⇧.
In this case we can however notice that z continues to provide
the port libkrb5-dev also when it is in state normal. Thus w
does not need to be deleted before krb5 moves to normal
but it can stay until the krb5 is not deleted. This relaxation
corresponds to setting ⌅z,normal,e⇧ as the target of

libkrb5�dev99K .
In general all the constraints ⌅z,x,y⇧ r99K⌅z,x⇤,y⇤⇧ can be relaxed

replacing ⌅z,x⇤,y⇤⇧ with ⌅z,x⇤⇤,y⇤⇤⇧ where ⌅z,x⇤⇤,y⇤⇤⇧ is a delete
action or it is the the first stateChange reaching a state y⇤⇤ that
does not provide r. After applying these relaxations we obtain
the final version of abstract plan that, for the kerberos case, is
the one depicted in Fig. 6.

Fig. 6: Abstract plan for the kerberos example after relaxation.

C. Plan generation
The abstract plan is used to synthesize a concrete one. The

idea is to visit the nodes of the abstract plan in topological
order until the target component is obtained. Visiting a node
consists of performing that action. Moreover, in order to
properly satisfy component requirements, when an incoming
r⇣ is encountered a new binding should be created, and when

an outgoing
r99K is encountered the corresponding binding

should be deleted. Notice that it is not necessary to visit the
entire abstract plan as it is sufficient to reach the target state.
For this reason, we give priority to the visit of the actions of
the components containing such state.

For instance, in the kerberos example, we can extract a
concrete plan from the abstract plan in Fig. 6 as follows.
Assume that the target state is state normal of component type
krb5. As we give priority to the corresponding instance, the
first action in the concrete plan is create(krb5,z) corresponding
to the visit of ⌅z,e,uninst⇧. The subsequent action is stat-
eChange(z,uninst,stage1) corresponding to ⌅z,uninst,stage1⇧.
The visit of the actions on the instance z cannot proceed

due to the incoming arrow
libldap2�dev

⇣ ; for this reason the
next action in the concrete plan is create(openldap,w) cor-
responding to the visit of ⌅w,e,uninst⇧. The next node in
the abstract plan to be visited is ⌅w,uninst,normal⇧, but
as this node has an incoming

libkrb5�dev⇣ , two actions must
be added to the concrete plan: bind(libkrb5-dev,z,w) and
stateChange(w,uninst,normal). At this point, the visit of the
component instance z can continue by considering node

⌅z,stage1,normal⇧; as this node has an incoming
libldap2�dev

⇣ ,
two actions must be added to the concrete plan: bind(libldap2-
dev,w,z) and stateChange(w,uninst,normal). This completes the
generation of the concrete plan as the target state has been
reached.

Unfortunately, the topological visit is not always possible as
it may be inhibited by the presence of cycles in the abstract
plan. Consider, for instance, a slightly modified version of the
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kerberos example in which the component type krb5 in normal
state requires not only one openldap in normal state, but also
one in uninst state. In this case the abstract plan will be as
in Fig. 7 (note the addition of the pair of arcs labeled with
uninst).

Fig. 7: Abstract plan for the modified kerberos example.

In the abstract plan in Fig. 7 there is a cycle among
�w,uninst,normal⇥, �w,normal,e⇥ and �z,normal,e⇥ that for-
bids the visit of �w,uninst,normal⇥, which is a necessary step
to visit the target node �z,stage1,normal⇥.

In general, these cycles appear when an instance is expected
to provide an interface during a specific phase of the plan, but
this is not possible because in the same phase of the plan the
instance is required to change its internal state. This problem
can be solved by means of instance duplication: an additional
component instance is deployed in such a way that the new
instance can continue providing the required interface during
that specific phase of the plan. The application of instance
duplication to the abstract plan in Fig. 7 is reported in Fig. 8,
where we add a new instance y of type openldap that does not
proceed further than state uninst. This new resource is used to
satisfy the requirement uninst of z. Notice that the topological
visit until the target node �z,stage1,normal⇥ becomes now
possible.

Fig. 8: Abstract plan in Fig. 7 after duplication of instance w.

In general, we have to consider an adaptive topological
visit, where by adaptive we mean that the abstract plan is
transformed when the visit is blocked by a cycle. When a node
cannot be visited, we proceed as follows. There is at least an

r99K or a
r⇣ arc, incoming to this node. We consider two cases:

when there is no incoming
r⇣ arc, and otherwise. In the first

case, we proceed by removing the incoming
r99K by duplicating

the instance containing the node that could not be visited. The
duplication of the instance is done from its initial node to such
node. Concerning the arcs, all the incoming

r⇣ and outgoing
r99K arcs of the instance (representing its requirements on

the other components) will have to be duplicated and, more
important, the incoming

r99K to be removed are moved to
the new instance. This is obtained by moving the pairs of
outgoing

r⇣ / incoming
r99K representing the interface that the

new instance must provide to the other components. See, for
instance, the pair of arcs labeled with uninst that are moved
from their initial position in Fig. 7 to the new instance y in
Fig. 8. In this way, the considered node does not any longer
have incoming arcs

r99K and it can be visited. Consider now
the case in which there are incoming arcs

r⇣. We consider the
node sources of these arcs. If those nodes cannot be visited,
we apply to them the instance duplication procedure. Upon
this duplication phase, the initial node could be visited or will
have impediments due to incoming arcs

r99K. In this case the
problem can be solved as described in the previous case.

It is interesting to note that this adaptive visit will eventually
terminate because new instances do not introduce new cycles,
and because there exists no cycle involving only

r⇣ arcs. This
is guaranteed by the fact that this class of arcs represents
the dependencies selected during the transformation from the
reachability graph to the abstract plan; by construction, these
dependencies cannot be circular because they always go from
nodes at a lower to nodes at a higher level in the pyramid.

IV. VALIDATION

In the context of knowledge representation and reasoning, a
very important application of artificial intelligence, is that of
developing languages and tools for reasoning about actions and
change and, more specifically, for the problem of planning [8].
Since 1998, a declarative language for planning has been
defined for establishing a common syntax for different tools
in order to allow different research groups to test their solvers.
This language is known as PDDL [17].

Our tool solves a planning problem and therefore we tried
to validate our ad-hoc planner against standard planners. To
do so we have defined an encoding of our specific planning
problem into PDDL: each component instance is translated
into one PDDL object with possible actions corresponding
to state changes. These actions can be acted on the object
only when the other objects in the configuration provide the
required interfaces. The encoding abstracts from the bind and
unbind actions2 and limits the number of objects that could
be concurrently used.3

As a benchmark we have considered Aeolus instances
automatically generated following the pattern of component
interdependency discussed in Section III with the kerberos

2Bind and unbind action can be added to form a valid deployment run in
polynomial time in a post processing phase.

3This limitation was necessary because all the solvers assume a finite num-
ber of objects –without this limitation the planning problem is undecidable.
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kerberos example in which the component type krb5 in normal
state requires not only one openldap in normal state, but also
one in uninst state. In this case the abstract plan will be as
in Fig. 7 (note the addition of the pair of arcs labeled with
uninst).

Fig. 7: Abstract plan for the modified kerberos example.

In the abstract plan in Fig. 7 there is a cycle among
�w,uninst,normal⇥, �w,normal,e⇥ and �z,normal,e⇥ that for-
bids the visit of �w,uninst,normal⇥, which is a necessary step
to visit the target node �z,stage1,normal⇥.

In general, these cycles appear when an instance is expected
to provide an interface during a specific phase of the plan, but
this is not possible because in the same phase of the plan the
instance is required to change its internal state. This problem
can be solved by means of instance duplication: an additional
component instance is deployed in such a way that the new
instance can continue providing the required interface during
that specific phase of the plan. The application of instance
duplication to the abstract plan in Fig. 7 is reported in Fig. 8,
where we add a new instance y of type openldap that does not
proceed further than state uninst. This new resource is used to
satisfy the requirement uninst of z. Notice that the topological
visit until the target node �z,stage1,normal⇥ becomes now
possible.

Fig. 8: Abstract plan in Fig. 7 after duplication of instance w.

In general, we have to consider an adaptive topological
visit, where by adaptive we mean that the abstract plan is
transformed when the visit is blocked by a cycle. When a node
cannot be visited, we proceed as follows. There is at least an

r99K or a
r⇣ arc, incoming to this node. We consider two cases:

when there is no incoming
r⇣ arc, and otherwise. In the first

case, we proceed by removing the incoming
r99K by duplicating

the instance containing the node that could not be visited. The
duplication of the instance is done from its initial node to such
node. Concerning the arcs, all the incoming

r⇣ and outgoing
r99K arcs of the instance (representing its requirements on

the other components) will have to be duplicated and, more
important, the incoming

r99K to be removed are moved to
the new instance. This is obtained by moving the pairs of
outgoing

r⇣ / incoming
r99K representing the interface that the

new instance must provide to the other components. See, for
instance, the pair of arcs labeled with uninst that are moved
from their initial position in Fig. 7 to the new instance y in
Fig. 8. In this way, the considered node does not any longer
have incoming arcs

r99K and it can be visited. Consider now
the case in which there are incoming arcs

r⇣. We consider the
node sources of these arcs. If those nodes cannot be visited,
we apply to them the instance duplication procedure. Upon
this duplication phase, the initial node could be visited or will
have impediments due to incoming arcs

r99K. In this case the
problem can be solved as described in the previous case.

It is interesting to note that this adaptive visit will eventually
terminate because new instances do not introduce new cycles,
and because there exists no cycle involving only

r⇣ arcs. This
is guaranteed by the fact that this class of arcs represents
the dependencies selected during the transformation from the
reachability graph to the abstract plan; by construction, these
dependencies cannot be circular because they always go from
nodes at a lower to nodes at a higher level in the pyramid.

IV. VALIDATION

In the context of knowledge representation and reasoning, a
very important application of artificial intelligence, is that of
developing languages and tools for reasoning about actions and
change and, more specifically, for the problem of planning [8].
Since 1998, a declarative language for planning has been
defined for establishing a common syntax for different tools
in order to allow different research groups to test their solvers.
This language is known as PDDL [17].

Our tool solves a planning problem and therefore we tried
to validate our ad-hoc planner against standard planners. To
do so we have defined an encoding of our specific planning
problem into PDDL: each component instance is translated
into one PDDL object with possible actions corresponding
to state changes. These actions can be acted on the object
only when the other objects in the configuration provide the
required interfaces. The encoding abstracts from the bind and
unbind actions2 and limits the number of objects that could
be concurrently used.3

As a benchmark we have considered Aeolus instances
automatically generated following the pattern of component
interdependency discussed in Section III with the kerberos

2Bind and unbind action can be added to form a valid deployment run in
polynomial time in a post processing phase.

3This limitation was necessary because all the solvers assume a finite num-
ber of objects –without this limitation the planning problem is undecidable.

Fully automated deployment  
(no capacity, no conflicts)     [ICTAI13] 



Structure of the talk 

u Formalizing the deployment problem 
u Decidability/complexity results 
u Fully automatic deployment 

(without capacity constraints and conflicts) 
u Constraints and conflicts strike back 
u Conclusion and Open issues 
u Related work 

CONCUR'15 - 1.9.2015 Automatic Application Deployment in the Cloud 



Capacity constraints and 
conflicts strike back [ASE14,CONCUR15] 

u We have investigated the problem of 
synthesising the final configuration 
n  considering capacity constraints and 

conflicts but... 
n  …abstracting away from the internal 

configuration automata 

u Idea for computing the final configuration: 
n  first perform component selection…  
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Component selection    [CONCUR15] 

u Component selection is NP-complete but 
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u Armonic: library 
of components 

u Zephyrus: 
synthesis of the 
final architecture 

u Metis: plan the 
configuration 
actions 

Putting everything together: 
Aeolus Blender               [ICSOC15] 



Reconfiguration vs. 
Deployment 
u Reconfiguration problem:  

n  same as deployment,  
but with non empty initial configuration 

n  reconfiguration is already PSpace-complete 
without capacity constraints and conflicts  
                                                     [MFCS15] 

u Open issue: 
n  Find further restrictions to the model that 

make reconfiguration tractable  
(seems very useful in practice) 
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Other open issues 
u In real systems there is a flow of 

configuration data among components: 
n  Room for name-passing models? 

u Hierarchical modeling  
(administrative domains, cloud 
providers, geographical areas, …): 
n  Room for ambient-like models? 

u QoS and resource consumption: 
n  Room for quantitative models? 
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u  TOSCA                               [OASIS standard 2013] 
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Figure 6: Life-cycle of a node

Changing the status of an artefact encompasses adapting all its de-
pendencies accordingly. The resources that can be associated to an
artefact type can be annotated with commands describing how to
move from one state to another.
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Figure 7: Life-cycle of an application

In our SENSAPP use case, the adaptation will result in the follow-
ing. First, the SENSAPP artefact running on the same node of the
SENSAPP ADMIN artefact is stopped. Then, a new node is pro-
visioned and the SENSAPP artefact is deployed on it with all its
dependencies.

In order to deploy SENSAPP, a first command is triggered in or-
der to retrieve the deployable artefact (e.g., the SENSAPP servlet).
Once completed, this artefact falls in the uninstalled state. Then
commands are called to: (1) install the artefact (e.g., deploy the
servlet in the Jetty container), (2) configure it (e.g., configure the
Jetty for the web-app) and (3) start it (e.g., restart Jetty). During
this process, the CPSM is enriched with run-time information (see
Figure 8).

Figure 8: CPSM run-time enrichment

3.3 Synthesis
As illustrated through our SENSAPP use case, CLOUDMF can be
used to provision, deploy, and adapt multi-cloud systems. The fol-
lowing list summarises how it fulfills the requirements presented in
Section 2.

Separation of concerns (R1): The component-based design of
the CLOUDML metamodel ensures that the provisioning and
deployment templates and models are modular and loosely-
coupled.

Cloud provider-independence (R2): The layering of the model-
ling stack into CPIMs and CPSMs ensures that the provision-
ing and deployment templates are cloud provider-independent.

Reusability (R3): The type-instance pattern in the CLOUDML
metamodel ensures that the types can be reused within sev-
eral models.

Abstraction (R4): The models@run-time environment provides
an abstract and up-to-date representation of the running sys-
tem which can be dynamically manipulated.

3.4 Reference implementation
CLOUDMF is available as an open-source project2. It is implemen-
ted with Java and Scala as programming languages and Maven as a
build tool. The current codebase consists of around 5 000 lines of
Java code and 1 000 lines of Scala code. The CLOUDML models
and metamodels are represented as plain Java objects. These mod-
els can be serialised in either JSON or XMI. The JSON and XMI
codecs are based on Kotlin 3 and the Kevoree Modeling Framework
(KMF) 4 [15], respectively. The current provisioning and deploy-
ment engine is jclouds 5, but other engines such as Cloudify 6 are
under consideration. CLOUDMF has been used with several use
cases from EU projects such as REMICS [4], MODAClouds [1, 5]
and PaaSage [3]. These use cases range from IoT applications to
enterprise systems.

2https://github.com/SINTEF-9012/cloudml
3http://kotlin.jetbrains.org/
4https://github.com/dukeboard/
kevoree-modeling-framework
5http://jclouds.incubator.apache.org/
6http://www.cloudifysource.org/
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{
"id" : "SensApp",
"retrieval" : "wget -P ~ http://cloudml.org/SensApp.

war; wget -P ~ http://cloudml.org/startsensapp.
sh ; wget -P ~ http://cloudml.org/deploysensapp.
sh",

"deployment" : "deploysensapp.sh",
"start" : "startsensapp.sh",
"requires" : [
{ "id" : "JettyCapability", "isOptional" : false },
{ "id" : "MongoDBCapability", "isOptional" : false

}
],
"inputs" : [
{

"id" : "RESTChannel",
"portNumber" : "8080",
"isRemote" : true

}
],
"provides" : [
{

"id" : "RESTServer",
"portNumber" : "8080"

}
]

}
]

A binding type represents a binding between two port types with the
same visibility. In particular, a deployment dependency represents a
binding involving a mandatory client port (e.g., the Jetty container
and the MongoDB database have to be deployed before the SENS-
APP servlet), while a communication channel represents the other
bindings (e.g., the SENSAPP servlet communicates with SENSAPP
ADMIN servlet through Hypertext Transfer Protocol (HTTP) on
port 8080 as depicted in Listing 3). A binding type can be asso-
ciated to resources specifying how to configure the artefact types
in order to communicate with each other.

Listing 3: An example of a binding type from a CPIM in JSON
"bindingTypes" : [

{
"id" : "RESTBinding",
"client" : "RESTClient",
"server" : "RESTServer",
"clientResource" : {
"id" : "client",
"retrieval" : "wget -P ~ http://cloudml.org/

configuresensappadmin.sh",
"configuration" : "cd ~; sudo bash

configuresensappadmin.sh"
}

}
]

Instance level. The portion of the DSML metamodel that cov-
ers the instances of the CPIM is akin to the one that covers the
types. Hence, it encompasses three main concepts, namely node
instances, artefact instances, and bindings instances. Please note
that these instances will constitute the provisioning and deployment
template.

Listings 4 and 5 present some excerpts of instances of the types
described above in JSON syntax.

A node instance represents an instance of a virtual machine (e.g., a
virtual machine running GNU/Linux called smallGNULinux1).

Listing 4: An example of a node instance from a CPIM in JSON
"nodeInstances" : [

{
"id" : "smallGNULinux1",
"type" : "SmallGNULinux",
"provides" : [

{
"id" : "ssh1",
"type" : "SSH"

}
]

}
]

An artefact instance represents an instance of a component of the
application on a specific virtual machine (e.g., an instance of the
Jetty container and of the SENSAPP server deployed on the virtual
machine above).

Listing 5: Examples of artefact instances from a CPIM in
JSON
"artefactInstances" : [

{
"id" : "jetty1",
"type" : "Jetty",
"destination" : "smallGNULinux1",
"provides" : [

{
"id" : "jettyCapability1",
"type" : "JettyCapability"

}
]

},
{
"id" : "sensApp1",
"type" : "SensApp",
"destination" : "smallGNULinux1",
"requires" : [

{ "id" : "jettyCapability1" },
{ "id" : "mongoDBCapability1" }

],
"inputs" : [

{
"id" : "restChannel1",
"type" : "RESTChannel"

}
],
"provides" : [

{
"id" : "restServer1",
"type" : "RESTServer"

}
]

}
]

The CPIMs specified with the editor are provided as input to the
refinement engine.

3.1.2 Refinement engine
The aim of the refinement engine is to produce from CPIMs a
CPSM to be consumed by the run-time platform (see Figure 4).
The inputs of this component are three: (i) CPIMs, (ii) deployment
resources (e.g., scripts, binaries, source code) and (iii) constraints
and metadata from the cloud application vendor through a deploy-
ment wizard.

The core element of the refinement engine is an in-memory CPIM.
A CPIM can be loaded through the codecs module. This module
is responsible for serializing and unserializing a deployment model
into or from an in-memory model.
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give an overview of the MiniZinc constraint language,
present the abstract grammar of ConfSolve, describe its
type system, and describe a method for its transforma-
tion into MiniZinc. Finally, we provide experimental re-
sults demonstrating that our method outperforms previ-
ous work, before discussing the implications and direc-
tions for future work.

2 Modelling with ConfSolve
ConfSolve provides the user with an object-oriented
declarative language, with a Java-like syntax, which ad-
heres to several key principles:

1. Order never matters. Declaration and usage can oc-
cur in any order with no difference in meaning.

2. Everything is an expression, except declarations.
3. All classes are equal: there are no built-in classes

with special meanings such as Machine or File.

Variables and Classes: A ConfSolve model consists
of a global scope in which strongly-typed variables,
classes, and enumerations may be declared. For exam-
ple, a simple machine may be defined as:

enum OperatingSystem { Windows, UNIX, OSX }

class Machine {
var os as OperatingSystem;
var cpus as 1..4;
var memory as int;

}

var m0 as Machine;

In which m0 is a Machine object in the global scope, with
members os, an enumeration; cpus, an integer subrange;
and memory, an unbounded integer.

Member variables may also declare objects, allowing
the nesting of child objects within a parent object. For
example, we could add a network interface to the ma-
chine definition:

class Machine {
...
var en0 as NetworkInterface;

}

class NetworkInterface {
var subnet as 0..3;

}

An instance of NetworkInterface will be created when-
ever a Machine is instantiated. The lifetime of the Net-
workInterface instance is tied to that of its parent ob-
ject, and is not shared between different instances of Ma-
chine.

Inheritance: Objects support classical single inheri-
tance via abstract classes. For example, we declare a
class model machine-roles, with specialised subclasses
for web servers:

abstract class Role {
var machine as ref Machine;

}

class WebServer extends Role {
var port as 0..65535;

}

References: Associations between objects are mod-
elled using reference types. References are handles to
objects elsewhere in the model, which cannot be null.
Consider an instance of the web server role:

var ws1 as WebServer;

In the previous declaration of the Role class, the variable
machine was declared as a Machine reference. Thus w1
contains a reference to a machine, in this case it will
refer to m0, as it is the only machine we have so far de-
clared. The solver will automatically assign the value of
a reference to any instance of the appropriate type, so if
we always wanted ws1 to run on m1 we would also need
to write:

ws1.machine = m1;

Which is an example of an equality constraint.

Constraints: Constraints are expressions which must
hold in any solution to the model. For example, intro-
ducing a database-server role which can be either a slave
or master, and must be peered with another slave or mas-
ter, as appropriate:

enum DatabaseRole { Master, Slave }

class DatabaseServer extends Role {
var role as DatabaseRole;

// slave or master
var peer as ref DatabaseServer;

// the peer cannot be itself
peer != this;

// a master’s peer must be a slave,
// and a slave’s peer must be a master
role != peer.role;

}

This allow us to define two database server roles:
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Figure 5: Hypergraph for partial installation specification in Figure 2
.

If a resource type has a dependency on an abstract resource
r, we replace the dependency to r with a disjunction of concrete
resources in the following way. We traverse the subtypes of r in
the subclassing tree for r, starting at r and stopping whenever we
see a concrete subtype of r. In this way, we get a “frontier” F of
subtypes of r of concrete resources. We replace the dependency on
r by a disjunction of the concrete resources in F. For example, if
there is a dependency on the abstract resource Java (see Figure 1),
it is replaced by the disjunction of the concrete resources JDK 1.6
and JRE 1.6. After this transformation, there are no dependencies
on abstract resources. (If such a frontier cannot be found, that is,
if there is an abstract resource at the leaf of the subclassing tree
rooted at r, we stop with an error.)
The hypergraph generation algorithm, GraphGen(R,I), is a

worklist-based algorithm to process instances. It proceeds as fol-
lows.
First, for every resource instance in the partial install specifica-

tion, we create a node in the hypergraph and add it to the worklist.
Recall that in addition to the key of the resource, each resource
instance is globally uniquely identified by an additional identifier.
Second, we iteratively process partial resource instances from

the worklist until the worklist is empty. Suppose we are processing
resource instance r of resource R. We go through the dependencies
of r.
We assume that the partial installation specification resolves

inside dependencies of each resource instance in it by providing
a resource instance on which r is inside-dependent (that is, the
system does not generate new machines automatically). Given r,
we check that there is an existing resource instance which matches
the inside dependency. For each inside dependency, we create a
directed edge labeled “inside” from the node in the graph that
represents r to the node that represents its container.
Now consider environment dependencies of r. By assumption,

the environment dependencies are a set of disjunctions. For each
dependency in the set, we create a hyperedge with source r, and
targets as follows. Suppose the dependency is a disjunction of
resource keys k1, . . ., kn, and consider the processing of key k1.
If we can already find a node r1 in the graph with key k′1 such that
[[k′1]] ≤RT [[k1]] and such that r1 is inside the same machine as r,
we add the node r1 as a target of the hyperedge. If there is no such
node, we instantiate a new resource instance rnew with key k1, inside
the same machine as the machine of r, add the node for rnew to the
graph as well as the worklist. (We add rnew to the worklist to ensure
its dependencies are processed in the future.) At the end of this
process, we construct a hyperedge with source r and n targets, one
for each disjunct in the dependency, and label it “environment”.
For peer dependencies of r, we proceed similarly. The only

difference is that we look for a matching resource that is a subtype
of the key, but need not be on the same machine. If we find such
a node in the graph, we add it as the target of the hyperedge. If
we do not find a matching resource, we add a new instance, but
conservatively assume that the new instance resides in the same
machine as r.

Figure 5 shows the dependencies generated when processing the
partial instantiation specification of Figure 2. We have marked the
resource instances that were present in the specification with a “!”.

Lemma 1. Let R be a set of well-formed resource types and I
a partial install specification. Then procedure GraphGen(R,I)
creates a directed hypergraph G = (V, E), such that: (i) for each
resource instance r ∈ I, we have r ∈ V, and for each resource
instance r ∈ V, either r ∈ I or there is some resource instance
r′ ∈ I that is transitively dependent on the key of r; (ii) for
each resource instance r ∈ V, if r.Inside is not null, then there
is a resource instance r′ ∈ I such that there is an inside edge
from r to r′; (iii) for each resource key k such that there is an
environment dependency from k to r, there is an hyperedge with
source r containing a target resource instance with key k such that
this resource instance is on the same machine as r; (iv) for each
resource key k such that there is a peer dependency from k to r,
there is an hyperedge with source r containing a target resource
instance with key k.

Intuitively, this lemma states that the generated graph correctly
encodes the dependencies of all resource instances in I.

Constraint Generation Given the directed hypergraph
GraphGen(R,I), we generate Boolean constraints as fol-
lows. An atomic proposition is of the form rsrc(id), where id is a
resource instance identifier; it states that the resource instance with
identifier id is installed in the machine obtained by following its
inside dependencies.
We generate two kinds of constraints from the graph.
First, for each vertex in the constraint graph that represents a

resource instance specified in the partial install specification, we
add the constraint rsrc(m, id). This constraint ensures that each
resource instance mentioned in the partial install specification is
indeed instantiated in the deployment.
Second, we generate dependency constraints for each node v as

follows. For each hyperedge ewith source v and targets {v1, . . . , vn},
we generate a constraint

rsrc(v)→ "{rsrc(v1), . . . , rsrc(vn)} (1)

where "S is the Boolean predicate that is true iff exactly one
proposition from S is true. Formally,

"S ≡ (
∨

p∈S

pi) ∧
∧

p∈S

(p→
∧

q∈S ,q!p

¬q)

We denote the conjunction of the set of all above predicates
for a set of well-formed resource types R and a partial install
specification I as Generate(R,I).

Theorem 1. Let R be a set of well-formed resource types and I a
partial install specification. There exists a full installation speci-
fication extending the partial install specification iff the formula
Generate(R,I) is satisfiable.

A satisfying assignment to the Boolean constraints determines a
full installation specification extending the partial installation spec-
ification. We can compute the values of all input, configuration, and
output ports of all resource instances by a linear pass in topological
order of dependencies, filling in the input ports of each resource
instance based on the already-computed values of output ports.

5. Deployment
Engage’s deployment engine takes a full installation specification
and automatically deploys the application. It provides runtime sup-
port for provisioning servers, co-ordinating installations, as well

of Tomcat running inside server, and an instance openmrs for
the OpenMRS application running inside tomcat. In particular, the
user does not have to explicitly give the other dependencies on Java
and MySQL. The partial installation specification may also define
values for individual configuration port properties. In our example,
the hostname and os user name properties have been assigned
values. Unassigned configuration properties will take the default
values defined in the associated resource types.
The configuration engine takes this partial installation specifi-

cation and expands out all the dependencies to generate a set of
Boolean constraints such that the Boolean constraints are satisfi-
able iff there is a full installation specification which includes all of
the resource instances mentioned in the partial installation specifi-
cation. The atomic propositions in the Boolean constraints consist
of instances of resources: the proposition is true in a satisfying as-
signment iff the corresponding resource instance must be deployed.
For the partial installation specification of Figure 2, the configura-
tion engine generates the following constraints:

server ∧ from install spec
tomcat ∧ from install spec
openmrs ∧ from install spec
openmrs→ !{jdk, jre} ∧ env dep
tomcat→ !{jdk, jre} ∧ env dep
openmrs→ mysql ∧ peer dep
tomcat→ server ∧ inside dep
openmrs→ tomcat ∧ inside dep
mysql→ server ∧ inside dep
jdk→ server ∧ inside dep
jre→ server inside dep

where !S is the “exactly one” predicate that asserts that exactly
one proposition from the set S is true. The first three constraints
arise from the partial installation specification (each instance there
must be deployed). The next three arise out of environment (and
peer, for the last one) dependencies, and state that the deployment
of the l.h.s. implies the deployment of the r.h.s. The final five arise
out of inside dependencies. Note that the peer dependency of Open-
MRS on MySQL could be resolved by “creating” a new machine
instance and installing MySQL on that machine. However, our con-
straint generation process assumes that no new machines should be
created. Thus, unless explicitly specified, a peer dependency is de-
ployed at the same machine as the machine of its dependent.
The constraints are satisfied, e.g., by setting server, jdk,

tomcat, mysql, and openmrs to true, and jre to false. This cor-
responds to a deployment where a Java development kit, a Tomcat
server, a MySQL database instance, and the OpenMRS applica-
tion are all installed on a server running Mac OSX 10.6. Given
this solution, we can also “tie together” the input and output ports
by traversing the resource instances in topological order of depen-
dencies, starting with the output ports of server, and using the
definitions of output ports of preceding resource instances to get
values of input ports according to the port mappings specified in
the dependencies. Valuations to the input ports then determine the
configuration and output ports of the instance. In this way, we can
propagate configuration options along the application stack. The re-
sult of this process is a full installation specification, that details the
components that must be installed, their configuration parameters,
and the order of their installation. The last is obtained via the partial
order imposed by the dependencies of the resource instances.
Finally, the Engage deployment system takes an install spec-

ification and deploys the components in the order of dependen-
cies. The deployment system uses the corresponding driver for
each resource instance. A resource driver is a state machine with
special states uninstalled, active, and inactive (the latter two pos-
sibly the same state), with guarded actions between states. Fig-
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Figure 3: Resource driver for Tomcat

ure 3 shows an example resource driver for Tomcat. An action
(e.g., install) is implemented in an underlying programming lan-
guage and performs some modification of the system state. For
example, the install action can call an OS-level package man-
ager to download and install a package. A guard describes a pre-
condition for the action, and is omitted if an action can be per-
formed at any time. A guard of the form ↑ s (respectively, ↓ s) states
that an action can be performed only when the state machines of
all upstream (respectively, downstream) dependencies are in state
s ∈ {uninstalled, active, inactive}. The actions on the state machines
are performed by the Engage runtime system. The runtime system
manages the state machines of all installed components and can
check the status of guards. The runtime system can also monitor
a deployment and shut it down (by shutting down services in the
reverse order of dependencies).
Engage ameliorates the problems of manual deployment in the

following ways. First, dependencies among resource types ensure
that required packages are installed when a resource instance is
being installed (e.g., Java has already been installed before in-
stalling Tomcat). Second, the resource drivers and the runtime
ensure that required services are already started when starting an
application (e.g., Tomcat and MySQL daemons are already started
when OpenMRS is started: their resource drivers are both in active
when starting OpenMRS). While there is work involved in devel-
oping resource types and drivers, they are done once by the pack-
age developer, and any subsequent installation scenario involving
the resource is completely automated. In contrast to ad hoc cus-
tom scripts, the declarative language enables static detection of
configuration problems, e.g., cyclic dependencies between compo-
nents, or unsolvable constraints in installation. In contrast to con-
figuration management systems, the configuration engine signifi-
cantly reduces user input: in our implementation, the (unsimplified)
OpenMRS partial installation specification took 22 lines, and the full
installation specification was 204 lines. Note that resource descrip-
tions are reusable and can be used in different installations; e.g,
the MySQL resource can be used in any deployment that requires a
MySQL database.

3. Resource Types
In Engage, the fundamental abstraction for software and hardware
components is a resource. A resource consists of a description of
the metadata required to configure, install, or upgrade a compo-
nent (its resource type) and a driver consisting of code that reads
the metadata and manages the lifecycle of the component (installa-
tion, upgrade, rollback, etc.). We explain resource types here, and
explain drivers in Section 5.

3.1 Resource Types
A resource type is an abstraction to model how a component may
be instantiated. A resource instance is an instantiation of a resource
type that describes how a specific resource will be (or has been)
configured and installed. In analogy with object-oriented program-
ming, a resource type is a class and a resource instance is an object
of that class. Each resource type has a unique identifier (usually,
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